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Abstract— We investigate a method of detecting wrong lyrics from 
the singing voice for karaoke. In the proposed method, we 

compare the input singing voice and the reference singing voice 

using Dynamic Time Warping, and then observe the frame-by-

frame distance to find the error location. However, the absolute 

value of the distance is affected by the speaker individuality of the 

reference and input singing voice. Thus, we attempted to 

normalize the speaker individuality by linear transformation. The 

results of the experiment showed that we could detect the wring 

lyrics with high accuracy when the different part of the lyrics was 

long. 
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I. INTRODUCTION 

In the recent years, the karaoke culture is popular in all 
generations.  People go to karaoke with friends or alone to 
release stress. Besides the backing sounds, the scoring game is 
very popular as a way of enjoying karaoke. 

When singing a song alone, it is difficult to notice wrong 
lyrics. If the karaoke machine could point out the singing 
mistakes, it could be another game, and also it contributes 
improving the singing skill of the singer. 

There are several studies on the evaluation of the singing 
voice for karaoke, but most of them are to evaluate musical 
characteristics or voice quality, such as the accuracy of the pitch 
and length of the singing voice [1], singing skill including 
singing technique [2], singing enthusiasm [3], and so on. 
However, the lyrics is not treated in these studies at all, because 
it is very difficult to recognize the lyrics from the singing voice 
[4]. 

Two types of methods can be considered for detection of 
wrong lyrics. One is to match the input singing voice and the text 
information of lyrics. For example, we make the model of the 
right lyrics using the Hidden Markov Model and calculate 
probability of the input voice [5]. However, singer adaption is 
necessary to evaluate the singing voice with high accuracy, 
which means that the singer-independent detection is difficult. 
On the other hand, there are “guide vocal” function in some 
karaoke [6]. This is to play the vocal part of the song by the 
natural or synthetic voice with accompaniment. By using this 
function, we can exploit the reference singing voice with right 
lyrics and detect error without preparing the text of lyrics. The 
error detection system does not depend on the language if we 

use the guide vocal function. Therefore, we aim at the detection 
of singing mistake with high accuracy by matching the input 
singing voice and reference singing voice.  

II. PROPOSED METHOD 

A. Overview of the method 

 

Figure 1.  The proposed method 

The overview of the proposed method is shown in Figure 1. 
The most basic method to measure the similarity of the feature 
vectors is to calculate the distance between vectors. The 
Euclidean distance between the feature vector of a frame in the 
input singing voice y = (𝑦1 … 𝑦𝑛) and the corresponding frame 
of the reference singing voice r = (𝑟1 … 𝑟𝑛) are determined by 
(1).  

𝑑(𝑦, 𝑟) = √∑(𝑦𝑖 − 𝑟𝑖)2

𝑛

𝑖=1

                                                            (1) 

We use this formula and determine that the part has a lyrics 
error when the distance is large. We use the MFCC (Mel 
Frequency Cepstral Coefficients) as the features, which is 
commonly used in the speech recognition. We calculate the 
frame-by-frame correspondence of the two sequences using the 
DTW(Dynamic Time Warping). The DTW is a nonlinear 
matching method of two sequences. 

First, we convert the input and the reference singing voice 
into MFCC. Next, we compare the two MFCC sequences using 
the DTW based on the Euclidean distance. Finally, we detect the 
mistakes by thresholding the frame-by-frame distances.  
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B. Dynamic Time Warping 

The DTW is a nonlinear matching method of two sequences. 
We define the feature sequences of the input and the reference 
singing voice as 𝑥1 … 𝑥𝑛  and 𝑦1 … 𝑦𝑛 , respectively. Then we 
calculate the cumulative distance g(𝑖, 𝑗) of input voice frame 
(1~i) and reference voice frame (1~j) as follows. 

d(𝑖, 𝑗) = ‖𝑥𝑖 − 𝑦𝑖‖2                                                                (2) 
                     

𝑔(1,1) = 𝑑(1,1)                                                                      (3) 
               

𝑔(𝑖, 𝑗) = 𝑑(𝑖, 𝑗) + min {

𝑑(𝑖, 𝑗 − 1) + 𝑔(𝑖 − 1, 𝑗 − 2)

𝑔(𝑖 − 1, 𝑗 − 1)

𝑑(𝑖 − 1, 𝑗) + 𝑔(𝑖 − 2, 𝑗 − 1)
} (4)        

After calculating all the cumulative distances, the optimum 
correspondence is found by backtracing the minimum path of 
the cumulative distance. 

III. LINEAR TRANSFORMATION AND SMOOTHING 

When we associate two sequences by the DTW and 
determine the distance, the distance of error location is larger 
when the singer of the input and reference singing voice is the 
same, but distances of the correct lyrics part is also large when 
the singers are different. Figure 2 and 3 show the square 
distances of the input and reference singing voice using DTW. 
Both of them are synthetic singing voice. Black color part 
indicates the wrong lyrics part. The vertical axis is the square 
distance, and the horizontal axis is the number of frame. Figure 
2 shows the distance when the singers are the same, and Figure 
3 shows that the gender of the singers is different and the key is 
1 octave different. The frame-by-frame distance is large only in 
the error part in Figure 2, which is clearly different from the 
correct part. However, we can’t discriminate the correct and 
error parts in Figure 3 because the frame-by-frame distance of 
the correct part is larger. This example suggests that we can’t 
detect the error location using only the DTW. Therefore, we 
applied a method based on the linear transformation of the 
feature to adapt the feature vectors of a singer to another one’s 
feature vectors [7]. Let the feature vector sequence of the input 
and reference singing voice as (𝑥1 … 𝑥𝑛)  and (𝑦1 … 𝑦𝑛) , 
respectively. Then we apply the linear transformation, y =
A𝑥𝑖 + 𝑒𝑖 , and we find the transformation matrix A that 
minimizes the sum of squares of error vector 𝑒𝑖.  

𝑍 = ∑‖𝑒𝑖‖
2 = ∑‖𝑦𝑖 − 𝐴𝑥𝑖‖

2

𝑖𝑖

= ∑(𝑦𝑖 − 𝐴𝑥𝑖)𝑇(𝑦𝑖 − 𝐴𝑥𝑖)                      (5) 

𝑖



To minimize the Z 

∂

∂A
∑(𝑦𝑖

𝑇𝑦𝑖 − 2𝑥𝑖
𝑇𝐴𝑇𝑦𝑖 + 𝑥𝑖

𝑇𝐴𝑇𝑥𝑖) = 0

𝑖

                                 (6) 

To calculate this equation 

∑(−2𝑦𝑖𝑥𝑖
𝑇 + 2𝐴𝑥𝑖𝑥𝑖

𝑇) = 0

𝑖

                                                       (7) 

Thus, 

𝐶𝑥𝑥 = ∑ 𝑥𝑖𝑥𝑖
𝑇

𝑖

, 𝐶𝑦𝑥 = ∑ 𝑦𝑖𝑥𝑖
𝑇

𝑖

                                                 (8) 

𝐴 = 𝐶𝑦𝑥𝐶𝑥𝑥
−1                                                                                     (9) 

This equation is assumed x and y are singing exactly the same 
lyrics, but a lyrics error is included in a real singing. At the time 
of linear transformation, it is inappropriate to use the error 
singing part because it becomes associated with different 
phonemes each other by force. Therefore, we exclude error-like 
part by using DTW to use only the collect part in the linear 
transformation. By doing so, we hold down that accociate an 
error part by force. 

 

Figure 2.  Square distance {Woman-woman(The same singer)} 

 

Figure 3.  Square distance {Woman-man(1 octave below)} 

Furthermore, we apply the linear transformation iteratively. 
In the first iteration, we roughly estimate the transformation 
matrix. Then we improve the estimation using correct lyrics part 
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in the second iteration. By repeating DTW and linear 
transformation, we can reduce the distances of the correct parts 
while keeping the distance of the error location large. 

 

Figure 4.  Square distance after linear transformation {Woman-man(1 octave 

below)} 

An example of square distance after linear transformation are 
shown in Figure 4. This figure corresponds to Figure 3. The 
DTW and the linear transformation are iterated three times, and 
threshold is set to 3000. When comparing Figure 4 with Figure 
3, the distances of the error part around 5500-7000 frame are 
larger than the other parts. From this example, it can be seen that 
the iteration of the DTW and linear transformation is effective. 
On the other hand, we can still see many peaks of the distance in 
the correct parts. Therefore, we introduce the smoothing of the 
distances by the moving average filter to reduce the influence of 
distance peaks of the correct parts.  

IV. EXPERIMENT 

A. Detection experiment of the error lyrics 

We conducted an experiment to detect lyrics mistakes to 
investigate whether the proposed method could accurately detect 
the lyrics error. Singing voices of the11 male students were used 
as the input singing voice. We examined two songs, “Sekaini 
hitotsudakeno hana” and “Soramo toberu hazu”. 11 male singer 
sang the correct lyrics.  

The reference singing voices are synthesized using Vocaloid.  
We prepared three reference singing voices: “Correct”, ”With 
different phrase”, ”With different words or syllables”. 
Thereafter “With different phrase” and “With different words 
or syllables” are defined as “large error” and “small error” 
voices. Here, we simulated the singing mistakes by changing 
lyrics of the reference singing voice. A reference voice with 
errors contains multiple lyrics mistake. Eight “large error” parts 
and nine “small error” parts are included in the reference singing 
voices, 17 error parts in total. There were six “large error” parts 
in the “Sekaini hitotsudakeno hana” and, There are two “large 
error” and nine “small error” parts in the “Soramo tobetu hazu”. 
As we examined the voices from the 11 persons, we have 187 
errors to be detected. 

The sound analysis condition are shown in Table 1. The 
DTW and linear transformation were iterated three times. After 
that, we smoothed the distance using the MA filter. The number 
of the smoothing frames was determined beforehand. The 
threshold is α times of the average of the all of the smoothed 
distances. If the distance of a frame is larger than the threshold, 
we detect it as the error part. We judged the correctness of the 
detection result by comparing the detection result with the 
original error part.   Because the detected mistakes are given as 
frame sections, we regard the detected part as correct when the 
detected part and the labeled error part intersects each other. 
Otherwise, the detection is regarded as a false alarm. By 
changing the number of smoothing frames and α, we examined 
the change of F-measure.   

TABLE I.  SOUND ANALYSIS CONDITION 

Sampling frequency 16kHz 

Window length of MFCC calculation 25ms 

Frame shift 10ms 

Order of MFCC 13(+power) 

 

 

Figure 5.  The result of F-measure 

The F-measure with respect to the smoothing frame width 
and α is shown in Figure 5. The maximum value of F-measure 
is 0.61, which is not high enough. Therefore, we investigated the 
detection results of the large error and small error individually. 
The maximum F-measure of the large error is 0.90, whereas that 
of the small error is 0.23. From these results, the small errors are 
found to be difficult to detect.  

B. The difference of detection by a person 

We investigated singer-by-singer difference of the detection 
performance. The results are shown in Figure 6. From Figure 6, 
we can see differences in the maximum values of F-measure, but 
the differences are not large.  

C. The number of iterations of the linear transformation 

The DTW and linear transformation are iterated three times 
in the previous experiment but the optimum number iterations 
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was not clear. Therefore we conducted an experiment to change 
the number of iterations of the linear transformation. The result 
are shown in Figure 7. From the figure, we found that the 
maximum value of F-measure does not change much with 
respect to the number of iteration. Therefore, only one linear 
transformations was considered to be enough. Note that the 
transformation in this experiment was conducted between the 
same genders; the optimum number of iterations for cross-
gender transformation should be investigated. 

 

Figure 6.  Max of F-measure for each singer 

 

Figure 7.   The number of times the linear transformation and the F-measure 

D. The phoneme and detection 

We investigated whether the false detections are related to 
specific phonemes. The result is shown in Figure 8. The 
horizontal axis is the detected phoneme, and the vertical axis is 
the sum of the detection of that phoneme for all data of the 11 
singers. From this result, the ratio of false detection was high 
when phoneme is /m/, /y/, and /z/. False detection ratio of /d/, /r/, 
/s/, and /t/ was also high. Among the vowels, ratio of false 
detection was high for /u/. The phoneme that was detected a lot 
as an error part was /n/, /r/, /t/. Furthermore, we found that the 

detection result was different singer by singer. In addition, the 
result may change by way of singing because the detection 
results of the phoneme are different singer by a singer.   

 

Figure 8.  The number of correct detection and false detection 

Ⅴ. CONCLUSION  

In this research, we investigated a method of detecting wrong 
lyrics from the singing voice for karaoke. The result of the 
experiment showed that we could detect the wrong lyrics with 
high accuracy when the wrongly sang part was long. We 
investigated the singer-by-singer difference of the error 
detection. The result shows that the difference was small. Also, 
we found that one transformation was enough for singer 
normalization. We investigated the relation between the 
phoneme and error detection, but no distinct results were 
obtained. 
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